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Deep graph learning has become increasingly crucial as graphs are ubiquitous in society and nature.

However, current graph learning frameworks suffer from 1. untransparent decision process, 2. less

robustness to inherent noise and distribution shifts. This leads to concerns about the reliability of deep

graph learning methods in open-world senarios. This talk introduces the subgraph-based approaches

to building trustworthy graph learning (TwGL) frameworks, which endow the graph neural networks

with intrinsic interpretation and generalization ability. We further introduce the applications of these

methods on GNN4Sciences, such as molecule generation.
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